
Stability of equilibrium points
:

Consider a dynamical system
described by

i. FCX) . Let Xe be an equilibrium pt .

Then
, starting from ×(o)=xe ,

the system

will stay at Xe forever . However
, if you

perturb the system from

Xe
,

it can have

different behaviors :

IO The system goes back to Xe from all

possible
"

small
"

perturbations .

IO The system moves away from Xe for
Some " small

"

perturbation .

# The
system remains

"

close
"

to xe for all
"

small
"

perturbations ,
but may

not  tend toward

xe
asymptotically .



Agenda :

@ study stability of the origin of
a linear dynamical system of the

form i = AX .

�2�

Study stability of an q.pt . xe of
a general dynamical system

i=F (× )

through linearization of
F around Xe .

Stability of origin of i. Ax .

° To motivate the study ,
consider a scalar

dynamical system of the form in ax .

Then
,

the origin ( n=o ) is an equilibrium pt .

Case I : a > o . Then
, if you perturb the

system to E > 0
, you have n°=aE > 0

,

i.e.
,

a positive velocity .
As a result

, the

system will tend to move away from n=o
.



Convince yourself that if you started from
a 6) = E< 0

,
the system will again move

away from x=o . Therefore ,
n=o is unstable .

Case I : a < 0
. If you start from x6)=E > 0

,

then silo ) = a E < 0
,

i.e. ,
it will have a

negative velocity ,
and the system will more

towards the origin . Convince yourself that the

system will tend to the origin , even if you
started at a G) = E < 0 . Therefore ,

x=o

is stable .

Takeaway from this example : Stability of
the origin for a scalar dynamical system

i. an only depends on the sign of a .

a > o ⇒ unstable .

a< o ⇒ stable .



° For general linear time . invariant systems
I = Ax ,

the stability of the origin isdetermined
as follows :

Let Xi
, ... ,

Xn be the complex eigenvalnes

of AE Rmn
.

Then
,

IO if Re{ X :} < ° for all i =L
, ... ,

n
,

How

affable .

the origin is

IO if Re{ Xi } > 0 for any
i=t

, ... ,
n

,
then

the origin
is unstable .

@ if Re { Xi } < 0 for alli=t , ... in ,
and

the { X ; } =o for some i = 4. . ,
n

,
then

the origin is marginally stable .

Here
, Re { . } denotes the real part of the

complex number .

Park: For linear dynamical systems,
we often refer

to the
"

system
"

being stable or not
,

rather than the origin.



Eke
: Consider a 2nd

. order dynamical

system i= AX
,

where A= (72-1) . State

whether the system is stable ,
unstable

, or

marginally stable .

°

Calculating eigenvalnes of A : Solve for his
that satisfy detc A- A⇒=o .

dettt . XI ) = det ( Ifis!x )

=(7-x)4 - x) - G) fi )

= 7 - X - 7×+15-2
= F- 8×+5 .

Solving At 8×+5=0
,

we get ,

X = 8 I ¥20
2-

= 4+-512 .

4 + if > o ⇒ the system
is unstable .



Eye : Consider a dynamical system
described

by a + 2g :c + win =o
,

where } yoand

wo are constants . State when the system
is

stable
,

unstable
, or

marginally

stable .

° Convert ODE description to state .

space form :

Let X=(nn;), where ni =x
, nz =L .

Then
,

x°= ( an:)
:

= ( zgsi - win )
=fIn :D

=t:,:n×÷
A



°

Compute eigenvalnes of A :

det ( AAI ) = det ( Ip →gty )
=L- A) fzg - a) - star )

= It
Zzgx

+ won .

Setting det ( AAI ) =o
,

we get ,

A = -231*-4=2
2

= -

g ± For .

Case I : wo F 0 . Then ,
three cases can arise :

° g
2- win > o

F- we < F ⇒ - g + fewer < ° .

Also
,

- } - tEwf< 0 ⇒ system is stable .

° F- won =o

X = - 3 ,
-

} ⇒ system is stable .



. Fewer < o

X= - }±jwF3 .

⇒ Re{x}= -

eg ,

-

q < o .

⇒ system is stable .

Case 2 : wo = o . Then
, 4=-23,0 .

⇒ system is marginally stable .



Stability of eq.pt . of a possibly

non-linear dynamical system Xe
.

So far ,
we have studied the stability of

the origin of a linear dynamical system

of the form K = AX .Now
,

let's study

the stability of an eg.pt . Xe of a possibly

non - linear system i. FG ) .

Steps
involved :

° Linear ize F around Xe .

• Study the stability of the linearized system .

° Infer about stability of eq.pt . using

Lywpunou 's theorem .



°

Linearizing
F around Xe :

Since Xe is an eq.pt .

, Fcxe ) = 0 .

Define Y= X - xe .

Then
, i = I

= FCX)
= F ( xety )
= Fte ) + 7F(xe ) . Y
= 7F(xe) . Y

for Y close to o
,

where IF ( xe ) is the

Jacobean of F evaluated at xe .

The local
"

linearized
"

dynamical system
around Xe is given by

it =

take
) . Y = A. Y .

÷ A



Calculating
TF (xel : If X= (In) ER

"

,
then

express FCX) as

F(x) = (
f ' ( ?. .

an )

fnln , ... , an) ) .

⇒ . G) =(s¥a:# . . th
s¥÷y÷iiy÷) i

Get the (xe ) by evaluating the derivatives at xe
.

Example : Let X= land
.

x°=

faintly
) .

Xe Eke ) satisfies
- ni

+455
=o

,
see =L .

⇒ xe.fi) . C: ) .



Fan = (

Them
⇒ M=(× ) = (

Intatail
In

Gtxe
)

- Intern Eeda .
. e)

)

=fhtug.

Linearized system
around xe = ( ! ) :

I = IF ( I ) . Y =fte;) . Y

Linearized system
around ×e= ( i ) :

I = # (4 ) . y =

ftto
) . Y.



•

Study the stability of the linearized

systems
around each

eq.pt
. :

Steps : Utilize the recipe for analyzing

stability of the linearized
system

it # xel . Y by computing the

eigenvalues of tflxe ) .

Back to our
example

:

-

.

" Linearized system
around xe = ( i ) : y°= (to

def ( AAI ) = El- x ) (A) - z . ,
:#

= Ft X - 2

Setting if to zero
,

we get A = -lifts2= - I I 3

2-
= I

,
-2 .

One of the cigarvalues is tve

⇒ The linearized system
around (1) is unstable .



Linearized system
around xe= ( i ) : it =

FEI
) . Y.

÷A
det ( AAI ) = @A) tx ) - ifz )

= X~tX + 2

Gjenvalnes are given by
A=t±zI=

 ±±jF2

⇒ Re{x}=  tit < o

⇒ Linearized system around (4) is stable .

So far,
we have

only deduced the
stability

of
the "

linearized
"

systemsworm

eq.pt .

Now
,

let's deduce the stability of
the

eq
. pts of the nonlinear system x. =FC×)

using Lyapanov
's theorem

.



Lyapunov 's theorem : Consider a dynamical

system °X=FCx) ,
and let Xe be an

equilibrium point .

Then :

•

If the linearized system around Xe is

stable ,
then Xe is asymptotically

stable

for the system °x= Fcx) .

• If the linearized system around Xe is

unstable
,

then Xe is unstable for the

system i. FCX) .

Remark - L : Asymptotically stable means that

Xlt ) → Xe , if XG ) is " close enough
"

to Xe
.

Remark 29 If the linearized system is marginally
Stable

, then NOTHING can be deduced about

the stability of the eg.pt . of is FH) .



Back to our example :

Recall that our example system was given

by i. faintly), where x= Cnn;) .

xe= ( ; ) and (1) .

" Linearized system
around (I) is y°= fIo2 ) . Y

that is unstable .

" Linearized system around (1) is if = ( i'

j ) . Y

is stable .

From Lyapunov 's theorem
,

we get
• xe= (i ) is unstable

. meaning a
"

small
"

perturbation from (f) can make × At diverse

from (i ) .

• Xe = (1) is asymptotically stable , meaning after

any
"

small
"

perturbation from (f) , XH) will
approach

( 't ) as t → a .


